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The dynamics of electronic energy transfer (EET) from a photoexcited donor to an acceptor connected by an
intermediate bridge is investigated using the Haken, Strobl, and Reineker stochastic Liouville equations (HSR).
The effects of the systerrbath interaction on both the superexchange and sequential energy transfer
mechanisms via the bridge are discussed and subsequently used to explain the role of the bridge in mediating
EET. We examine the mechanisms of EET in a rigidly linked naphthalene dimer where the chromophores
are separated by sixbonds (DN-6). Experimental studies of EET using fluorescence anisotropy measurements
indicate that the superexchange mechanism dominates in DN-6.

1. Introduction 21
k=TVPo(E, — Eu) %)

Electronic energy transfer (EET) is a fundamentally important
process in chemistry, biology, and physics. In particular, EET
has been the topic of active research in studies of photon
collection in photosynthetic systerh3jn polymer photophys-

where only the Coulombic dipotedipole interaction is con-
sidered and the vibrational overlap factor is thus expressed in
terms of experimentally obtainable absorption and emission

ics?4 for determining proximity relations in proteifisand spectra. In general, the effective electronic coupling matrix
investigating energy migration in LangmuiBlodgett films® P -n g ' piing .
element,V, is best written as a sum of a number of electronic

Understanding the mechanisms by which energy transfer OCCUTS. 1 lina terms 9
in such multichromophoric arrays poses a major challenge for piing

photochemists and is important for designing useful photo- _ Coulombic_, . short-range , . relay
molecular systems. V=u +u +u 3)

~ There have been many experimental and theoretical inves- . ... coulombic— |dipole-dipole 4+ jnigher multipoleg gy short-range —
tigations on EET between molecules in the condensed phase, penetration . | pexter Exchanget- ¢ The through-configuration term,

;cr)]rslt:: \I/Evg_srtflz)? Ilrl;ztlé?:l?lteagvﬁa?/?nqujrig%nslcoé::T;ri?ltzcéi)ﬂgglr?;e dutc, arises from the configuration interaction between the locally
Y 9 P excited states (A*B and AB*) with the charge-separated states

mediunt (A~B™ and A"B™) and has been shown to be the most important
1\[R)\6 term in ushort-range8—10 The other terms have previously been
k= (_)(_) (1a) defined by Scholes and Ghiggifbln this work we are most
p/\R interested in the relayed interaction tear®®, which involves
) - ) the transfer of energy from the donor to the acceptor via
wherep is the fluorescence lifetime of the donor D in the jntermediate moieties or connecting bridges. When there is an
absence of the acceptor R;is the distance between D and A, insignificant population of energy on the bridge, the process is
and R is the critical distance where the transfer probability often called the superexchange mechanism. An example is the
equals the emission probabilitR, is defined by “through-bond interaction”u?), where thes bonds connecting
the two chromophores act as the “relay untsMcConnell’'s

_ 9000(In 105 J(7) perturbative model best illustrates the dependenaé ai the

6

1287°Ny* (1b) energy gap between the donor/acceptor and the brdgae
coupling between two adjacent bridge subunijtthe coupling
wheregp is the fluorescence quantum yield of the doreiis between the donor/acceptor and the adjacent bidged the
Avogadro’s numbery is the refractive index of the solvent number of bridge subunits:*3
is the orientation factor, and(v) is the spectral overlap integral
of the emission of D with the absorption of A. = (ﬁ)(i)"l @)
Equations 1a and 1b can be derived quantum mechanically —w/\—w

via Fermi’'s golden rule
Recently there have been a number of investigations on the
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to the DN-6 molecule. The implications of the work for more
extended polymeric systems and the conclusion are presented
= in section 6.

N-2 2. Experimental Section

The synthesis of DN-6 and the model chromophore N-2
(Figure 1) have been described elsewrérghe optimized
geometry for DN-6 was determined by the MNDO method with
a C,, symmetry constraint resulting in the center-to-center
separation and edge-to-edge separation of the chromophores of
11.26 and 7.56 A, respectively, as defined in ref 20.

Solutions of DN-6 were prepared in 2-methyltetrahydrofuran
(MTHF) to absorbances of less than 0.2 at 317 nm for both
steady-state and time-resolved fluorescence measurements. The
samples were thoroughly degassed by repeated frqrrap—

A-6-N thaw cycles to remove any dissolved gases before being cooled
Figure 1. Structures of the rigidly linked bichromophoric systems to a glassy state and maintained at 77 K using a variable
DN-6 and A-6-N along with the model compound N-2. temperature liquid nitrogen cryostat (Oxford Instruments Opti-

stat). This is necessary to eliminate any fluorescence depolar-
ization of electrons onto the relay units) electron-transfer ization caused by molecular rotation. Steady-state fluorescence
mechanisms via the briddé.1® These competing processes measurements were recorded on a Hitachi F-4500 fluorescence
have been used to explain the anomalous distance dependencspectrophotometer.
of long-range electron transfer in DNA. Friesner et’ahnd The time-resolved fluorescence lifetimes and anisotropy were
Ratner et al® have used the multilevel Redfield equations and measured using the time-correlated single photon counting
the phenomenological Bloch equations respectively to highlight method. The excitation source is a synchronously pumped and
the importance of coherence dephasing by the bath to inducecavity dumped dye laser (Spectra Physics 3500) which provided
the sequential mechanism. Under the existing conditions of excitation pulses of ca. 5 ps fwhm at a repetition rate of 4 MHz.
“modest” donor-bridge energy gap and large dephasing, the The output of the DCM dye used was frequency doubled in a
incoherent sequential mechanism arises even though the bridgdDP crystal, and the samples were excited into the first
population is small. This mechanism has been shown to absorption band of DN-6 (316 nm to 318 nm). Fluorescence
dominate the superexchange mechanism when the bridge lengttifetime measurements were recorded by observing the emission
is increased considerably18 through a polarizer set at the magic angle (8jrelative to
the vertically polarized excitation light. The parallg|({)) and
perpendicularl((t)) decay profiles were measured by monitor-
ing fluorescence through a polarizer oriented parallel and
perpendicular to the vertically polarized excitation beam. All
measurements were recorded at an emission wavelength of 334
nm. The decay data were collected over 512 channels on a
. A . multichannel analyzer and were analyzed using the nonlinear
results of EET_rates in DN-6 W_,h'Ch indicate gtrzlg need to invoke least squares iterative reconvolution procedures based on the
other mechanlgms apart from rEtB_r theory*20 We present Marquardt algorithn®’ Fluorescence anisotropy profiles were
here more detailed fluorescence anisotropy decay measurement@enerated using the following equation

which provide results of energy transfer rates to compare with

In this paper we investigate the same problem in the context
of electronic energy transfer. The ultimate goal is then to offer
a more concise explanation for the EET dynamics occurring in
a polynorbornane-bridged naphthalene dimer, DN-6 (see Figure
1), using either or both of the superexchange and sequential
mechanisms. We have previously reported the preliminary

theory. To incorporate the systerbath interaction, we have () — 1()
chosen to work with the most accessible set of density matrix r(t) = Yy o (5)
equations derived by Haken, Strobl, and Reineker (H3%). () + 21(1)

The HSR equations have commonly been used to elucidate the
coherent and incoherent nature of energy transfer in molecular Since there is no molecular rotation in the rigid low
crystalg® and more recently in bacteriochlorophyll systeth® temperature glass, any time-dependent change in fluorescence
In this work, we find that the HSR theory also provides a means anisotropy should arise only from energy transfer between the
of studying the role of the bridge in mediating energy transfer. two chromophores. The model compound N-2 exhibited no
It is shown that, depending on the dondiridge energy gap  decay of the fluorescence anisotropy under the experimental
and the extent of the system-bath interaction, the bridge may conditions in an MTHF glass at 77 R.
activate both the superexchange and sequential mechanisms to
differing extents. 3. Theory

This paper is organized as follows: The experimental The total Hamiltonian for a system interacting with a bath
procedures are outlined in section 2. The HSR theory and thecan be written as
computational method are given in section 3. In section 4, we
use the HSR equations to examine the EET dynamics in resonant H=H,+H, (6)
and nonresonant two-site systems. The theory is then extended
to a three-site system inclusive of a pair of resonant moleculeswhereH, andH; are the system Hamiltonian and the system
connected by a bridge of higher energy. The competition bath Hamiltonian respectively. For a system consisting of an
between the superexchange and sequential mechanisms ignergy donor D and an acceptor A connectedNdyridges,Ho
demonstrated. In section 5, we apply the concepts developedis given by
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N N
Ho = ebigb + €abAbs + S ebby + 3V, by +
iJ=1
Vo aboba + Vapbaby (7)

wherebi+ (b,) are the excitation creation (annihilation) opera-
tor on sitei, ¢ is the energy at sitg andV;; is the electronic
interaction energy between neighboring sitesd].

The reduced density matrix of the system and the bath
satisfies the Liouville equatiorh(= 1)%8

do _

& = ~ilHop] — i[H.p]

8

The first term in eq 8 describes the coherent motion of the
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probability of finding the excitation at sita, while the off-
diagonal elementspny, describe the phase relations between
sitesn and n'. G(t) is Green’s function, which is usually
expressed in terms of the eigenvalugsgnd eigenvectors|)
of eq 9

G(t) = M exp@tM (12)
and p(0) is the initial distribution of energy. Since we are
interested in the dynamics of energy transfer, the initial
excitation is assumed to be localized on the donor site. The
eigenvalues and eigenvectors used in this work were computed
using the EISPACRC matrix eigensystem routines and the
inverse matrix, M~1, was obtained using the LINPACK
subroutines. All computations were carried out on a Cray J916

exciton, whereas the second term describes the incoherengomputer.

dynamics arising from bath fluctuations. The HSR equations
are easily derived wheH; is treated as a Gaussian stochastic
processgl-23

dpnrf

dt = _i[HO'p] - 6nr{22‘y|n7v\(pnn - pw) -

(1 - Csnn‘)(rpnn‘ - Z?n—n’pn’n) (9)

whereyny, Yn-n andI’ = 23y ,yn—, are the HSR parameters
defined on the microscopic level.

To simplify our calculations, we have used approximations
previously employed by other workef%In this case, the least
physical part of eq 9n—n, is excluded sincennynn = |7n—n|?
and its inclusion does not yield any novel physical behav-
ior.2223.25Furthermore, the nonlocal fluctuation effects on the
interaction energy and the dissipation of energy via fluores-

cence are ignored in section 4. These approximations hold when

individual yn—y is much smaller thal' and the lifetime of the
system is large. A comparison of the HSR with the phenom-
enological Bloch equation reveals thAtis analogous to the
transverse decay rate, T}/ and is well-approximated by the
spectral bandwidth of the molecitdeThe effects of nonlocal
fluctuations and the fluorescence lifetime will be considered
only during the analysis of DN-6, where for the latter, the terms
introduced by Rahman et #lthat correctly explain the effects

of fluorescence and radiative decay are applied in section 5.

Thus for a two-site system, the following extra terms appear in
eq 9:

dg;tn - pTM - (C(ZJTSOB)(PQ + p21) (10a)
d%tzz T p,22 - (Cgff)(plz +p,)  (10b)
d%tlz T piz - (°§ff)(pn + p2) (10c)
dg;tzl - 9721 - (C‘z’ff)(pzz +p)  (10d)

where 1f and 1t, are the fluorescence and radiative decay rates,
respectively, and is the angle between the transition dipole
moments.

The formal solution of eq 9 is given by

Pt = G(t) p(0)

The diagonal elements of the density matgix,, describe the

(11)

The decay rate used in this work is defined as the average
population decay rate&51, whereSis given as

S= [, dtpy() (13)

andp(t) = p(t) — p(), p(0) = 1. The simulated time-resolved
anisotropy for a two-site system will be described by

a0y + oD,
p11(t) + pao(t)
wherer; andr; are the intrinsic fluorescence anisotropies of

the donor and acceptor respectively (i.e. the anisotropy in the
absence of energy transfer).

r(t) (14)

4, Model Studies

4.1. Resonant Two-Site SystenT.he rate of energy transfer
can be studied by examining the smallest real valug (sfee
eq 12). For a resonant two-site system, we can thus obtayn
solving the cubic equation:

A2+ 2TA%+ (AV2 + T + 4V =0 (15)
to give
. 2 2
PR o g 16V (16)

The square root term in eq 16 can be expanded via Taylor's
series to give

_ 18V

2 _ 212 _
(r*—16v)"?=T - =1

+ ..

7)

From eqgs 16 and 17, we obtain for the underdamped (weak
bath-fluctuatiorl’) and overdamped (strorlg regimes, respec-
tively,

_r

(' < 4v)

2 18a,18b
AV (r>4v) ( )
r
The overdamped term is simply the golden rule expression

which corresponds to the very weak coupling limit ofr§ter.
Figure 2a,b shows the time evolution of the donor population
for a dimer system with coupling energy = 50 cnt! (9.4
ps1) and over a range of different bath-fluctuation enerdies
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Figure 2. Time evolution of the donor site population for a resonant
two-site system at different systerbath fluctuation energies. For panel " .
a, curves 1, 2, 3, and 4 correspondte= 50, 100, 150, and 266 cth wherel'|illj] = T'd; i)

For panel b, the increasifigvalues are from 30 p$ (160 cnt?) to 50 In terms of theT matrix, G(2) can also be expressed as
ps (266 cnm?) inclusive and in increment of 5 p5 V = 50 cnT? for
all three cases. G(2) = Go(2) + Go(ATRGH() (21)
whereT(2) = [/[1 — Gy(2I]. In the limit whenT > V,
E. 11 1
2 G,==—=[H,..]+=[H,[H,..]]— ... (22)
% 10 0 r I“z r3
I which takes the form
S s
g Ll 2 2 2 2 4
G=t-2 N N | (23)
) rr r r’
v We can examine two limiting regimes. In the limit Bf>
Figure 3. Average decay rate of the donor population agalindtfor , we note that
the systems described in Figure 2b. The gradient of the line is 353.66
ps2. 2
a2V
WhenT = 50 cnt? the population decay profile exhibits a [1 = G111 = F( r ) (24)

damped oscillatory motion. This oscillation in motion becomes

less apparent wheh is increased and is totally absent in the and ignoring the T/ term inG(z=0), we obtainG(z=0) = (2v¥
overdamped region as expected. Behavior of the populationT)~1, which is similar to Fester’s theory?* Therefore when the
decay rate near the critically damped value (e.g. in the case forbath fluctuation is much greater than the energy gap, the site
I = nVwheren = 3, 4, or 5) is worth attention. To examine energy of the acceptor becomes isoenergetic with the donor and
this region more closely, the average decay rates for the donorthe acceptor is populated by a single hop. On the other hand
population in Figure 2b are obtained and plotted against the whenT" < w, we have the following expansion:

reciprocal of their corresponding bath fluctuation. The result is

a straight line with a gradient of 354 ps(Figure 3). This is
compared to the overdamped regime where the same treatment
is applied to the time-resolved donor populations for several
values ofl" > 2V (Figure 4). A straight line of a similar gradient

is obtained. This suggests that at the region close to the critically
damped value, the EET dynamics can be described by the golden 2 4 A1
rule equation (eq 18b) withv? = 88.5 ps? for our model (1 _w Lo ) = (1+w_) (26)
system. r? 4 r?

2V2( _o? n o’

[1 -Gyl = = 1 erE ) (25)

Using the expression
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Figure 5. Time dependent site population for a three-site system (1 Figure 6. Time dependent site population for a three-site system with
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w = 26600 cm?, andIl’ = 10 cn1* and for the corresponding two-site
McConnell systemX = donor and2 = acceptor). 10
0.9 q

we can recast eq 25 into eq 27, os |
2 2\-1 o7
[1— Gy)f] = %(1 + %) CHONE IS AN ,

2-Site

Site Population
b4

which reduces to eq 28 whdn<< w

3-Site

~ _ 1{2vr
[1-G,aI == (28)
'\ »2
00 + t t t
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The EET rate is now proportional to the product of the square Time (ps)
of the coupling and the bath fluctuatio’I'" and inversely Figure 7. Time dependent site population for a three-site system (1
proportional to the energy gap squa@@ The above results = donor, 2= bridge, and 3= acceptor) withv = 50 cnT*, » = 5320

complement those of Friesner and co-workers, who looked at ™ " andI’ =100 cm* and for the corresponding two-site McConnell
the two-level systems using the Redfield equatitns. system { = donor and2 = acceptor).

4.3. Three-Site Systemin this section, the EET dynamics .
for a three-site system consisting of energetically degeneratep_C’pu"”mOns on all three molt_e_cul_es are eq“?‘- Fl_thhermore the
donor and acceptor groups connected via a higher energy bridget'me.taken to reach ar! eqwhpnum p_op_ulatlon IS fastgr than
is investigated. Figure 5 displays the time evolution of the site predicted by Mcponnell s coupling. This is due to the existence
population for the three-site system with= 50 cnm2, T = 10 of anoth_er possible EET channel apart from the superexch_ange
cm1(1.8 ps3), and the energy gap between the donor(acceptor) mechanism. Because of the lower energy gap and the higher

and the bridges = 26 600 cm® (5000 ps?). In this case we bath fluctuation, the energy is now transported from the donor

have ignored any possible through-space interaction between'.‘0 the acceptor by sequential energy hops via the bridge. This

the donor and acceptor. Also displayed in Figure 5 is the site is evident not only from the significant population of the bridge
population profiles for a two-site system with a coupling of but also from the fact that the acceptor becomes populated only

0.094 cnt (0.0177 ps?) calculated using McConnell's eq 4  &ft€r @ population has appeared on the bridge.

and the parameters used for the three-site system. We note that 1€ salient point to note from the above result is the need
for the three-site system, the population decay of the donor andfor @ relatively high bath-fluctuation and a modest enough
the population rise of the acceptor agree quite well with the €N€rgy gap to activate the sequential EET mechanism. In the
calculated McConnell’s coupling. The slightly faster decrease lIMit of €q 28, it is not difficult to populate the bridge by

in the donor population is attributed to the very small bridge ©€l€ctronic coupling when eithef is increased and/on is
population. Figure 6 shows the same profile for a three-site reduced. An a_malytlf:a! expression for the stead)_/-state electron-
system with various values of donor/acceptbridge coupling. transfer rate in a S|_m|lar three-site system derlvgd by Ratner
Both the donor population decay and the acceptor population@nd co-worker$ using phenomenological equations shows
grow-in with time increase with larger coupling, while the bridge Similar trends. Their rate is composed of a McConnell part,
population change is insignificant. This suggests that the role Which is bath-fluctuation independent, and a dephasing part,
of the connecting bridge is to effect orbital overlap between which becomes more important with increasing bath-fluctuation

the distant donor and acceptor molecules, thus facilitating energy©neray-

transfer by virtual occupation of the bridge. This is consistent . . .
with the Superexchange mechanism. 5. EET in a Model BIChromOphOI‘IC SyStem, DN-6

When the energy gap is reduced and/or the bath fluctuation g4 et Dynamics from Fluorescence Anisotropy Decay
is increased, interesting features of EET dynamics are observedpromes_ The Faster energy transfer rate for DN-6 was

Figure 7 shows the time-dependent site population for a three'calculated using a sliahtly modified form of eq 1
site system witd” = 100 cn7?! (18.8 ps?!) andw = 5320 cnT? g gnty a%
(1000 ps1) together with the corresponding two-site system 5

with McConnell’s coupling. There is now a significant popula- FEpo _VS

(29)
tion of excitation onto the bridge such that the equilibrium ch?
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Simulated curves 2 and 3 are obtained from the PME model with
Coulombic transfer rate &= 0.22 ns* and effective transfer rate of

k = 8.0 ns'%, respectively. Curve 4 is obtained from the HSR model

with the parameters given in the text.

Wavelength (nm)

2
°
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2
3

where the dipole-dipole interaction energy between D and A
is given byV = kupualdren?Re, andup is the dipole moment

of D(A). S defines thenormalizedspectral overlap such that
when both the absorption and emission spectra are represente
by Gaussian distributions,

Normalis§Emission Intensity
= o o =
I S in >

=)
S

(30)

°

0.0 + +

2
_ 1 A
S=———exg— 5
V2o, 20p,
323 327 329 3;] 3;\3 1;5 337 339

whereA is the Stokes shift andpba? = 202, o being the standard Wasclength )
deviat?on of the molecular bandwidth. The calculated rate for ;. ..« o9 Emission spectra of DN-6 in MTHE at (a) 77 K and (b
DN-6 is 0.22 ns* whenx? = 2.5, up(a) = 1.2 x 103°Cm, R ro?)m-temperature rec%rded at several excitation V\(/azlelengths. ®
=11.6 A, 0 = 148 cn!, andA = 109 cntl. Both the Pauli
Master equation (PME) simulatel £ 0.22 ns1) and experi- we can estimate the superexchange contribution to the total
mental fluorescence anisotropy profiles are shown in Figure 8. interaction to bei® = 1.7 cnT. This suggests that the through-
Itis clear that the observed rate of depolarization is much faster bond interaction is approximately a factor of 5.1 times larger
than predicted assuming a'ister dipole-dipole mechanism than the through-space Coulombic interaction. The PME gener-
alone. This suggests that other energy transfer mechanisms arated anisotropy decay f&f = 2.02 ns* (k = 8.0 ns?) is also
operative. In particular we have suggested that the electronicpresented in Figure 8. Though there is a slight decrease in the
coupling between the two chromophores in this molecule can decay rate compared to the HSR profile, the energy transfer
be enhanced over direct through-space Coulumbic and orbital-dynamics can be described as predominantly governed by a
overlap-dependent interactions by superexchange involving thesuperexchange tunneling hop from one chromophore to the next.
much higher energy polynorbonane brid§en the following This means that the actual population of excitation onto the
we shall attempt to quantify this enhancement. bridge is negligible and the McConnell model is thus applicable.
An approximate value for the effective interaction between A reference system that can be used to compare with DN-6
the chromophores is obtained from the CNDO/S calculations is a bichromophore molecule consisting of a naphthalene donor
performed by Clayton and co-workeisHere an estimate for ~ and an anthracene acceptor rigidly separated by a polynorbonane
the singlet-singlet EET direct transfer interaction is simply bridge, sixo bonds in length, A-6-N (Figure 1). A measured
taken to be half the exciton splitting of the-SS; absorption EET rate ofk = 2.9 x 101°s™1 for A-6-N was obtained in this
spectrum obtained from the CNDO/S calculatiéhBor DN-6 laboratory* by exciting the naphthalene chromophore with a
we find thatV = 4 cm! or 2.02 cnt! when the correction picosecond laser and monitoring the time evolution of the
factorn=2 is taken into accour® The radiative decay rate is  emission from the anthracene chromophore. A relationship

estimated from between the through-bond interaction for the two systems
consisting of identical bridges but different chromophores can
_ % be obtained from the McConnell’'s equati&hFor DN-6 and
Kaa = Tf (1) A-6-N, where only the acceptor molecules are different, we find
that
where for the model chromophore N-2 (Figure 1) the experi- "
mentally determined values of and¢p are 72 ns and 0.251, UON-6) _ T (32)
respectively. The HSR anisotropy profile generated from the u’A—-6-N) T’

above parameters is shown to be in better agreement with the

experimental results (see Figure 8). The semiempirical ap- when the approximation of equal energy gaps is made. is
proximation thus seems to predict the electronic coupling fairly defined as (naphthalene-bridge coupling)/(anthracene-bridge
accurately. By applying eq 3 and ignoring both higher multipole coupling). A rough estimate &f/T' is provided by the ratio of
Coulumbic interactions and through-configuration interaction, the squares of the sum of the CNDO/S MO coefficients of the
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TABLE 1: Fluorescence Decay Data for DN-6 in MTHF at
77 K Monitoring at 334 nm and Recorded at Three
Different Excitation Wavelengths A¢2

Aex (NM) A 7 (ns) 22 DW
316 42 620 75.56 1.2799 1.9291
317 31142 73.33 0.9927 2.1249
318 20159 71.05 1.2535 1.9037

2 The fluorescence decays were fitted to a monoexponential function,

A exp(—t/t), and the goodness of fit was judged by the values of the
chi-square valueyf) and the Durbir-Watson parameter (DW).

two chromophores at their sites of attachment to the brgigfe?®
ie.

Y MODN -6) |* (0519’

$ MO(A — 6 — N) - |0.49 (33)

I
T!
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mechanism. The energy can tunnel from the donor to the
acceptor without actually populating the bridge.

For the case where the energy gap is reduced, the dephasing
introduced by the systerrbath interaction will increase the
importance of the sequential mechanism. This may be relevant
for describing energy transfer processes in other multichro-
mophoric arrays such as the aromatic polymer systems described
in ref 19. In this case the many intermediate chromophores can
play a role in the energy transfer process. When the higher
electronic excited states of the intermediate chromophores are
far removed from the donor, the superexchange mechanism may
contribute. But as discussed in section 4.3, when such polymers
are in the condensed phase, bath coupling with those modestly
removed higher electronic excited states may trigger the
sequential long-range energy transfer process. In this scenario,
we may picture the energy hopping as occurring via the higher
electronic states of the intermediate molecules before being
transferred to the acceptor. A forthcoming paper in this series

As the interchromophore orbital-overlap-dependent terms for will explore in greater detail the effects of such higher energy

EET are proportional to the product of two interchromophore
molecular orbital overlap integrals, the terms in the above
equation are squarég@3®

EET in A-6-N is known to occur between the naphthalene’s
long-axis-polarized'L, state (with substantial borrowing of
intensity from the short-axis-polarizétl, state) and both the
anthracene’s short-axis-polarizéd, state and the long-axis-
polarized!L, state34 Values of 3.35 and 0.28 crhare obtained
for u®(A-6-N) when we consider the short-axis-polarized
transition and long-axis-polarized transition, respectively. From
eq 35,u’(DN-6) would therefore lie between 4.8 and 0.4¢m
This supports the value af®(DN-6) = 1.7 cn?! derived for
DN-6, since mixed polarization transitions would occur in A-6-
N.34

5.2. Inhomogeneous Broadening and its Effectszor the

states on the energy transfer kineties.
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